
The Hankel transform of generalized central
trinomial coefficients and related sequences
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Abstract
In this paper, we explore the connection between the Hankel trasform, Riordan arrays

and orthogonal polynomials. For this purpose, we evaluate the Hankel transform of gen-
eralized trinomial coefficients, as a closed-form expression, using the method based on the
orthogonal polynomials. Since the generalized trinomial coefficients are generalization of
several integer sequences, obtained expression is also applicable in these cases. We also
showed that the coefficient array of corresponding orthogonal polynomials can be repre-
sented in terms of Riordan arrays, which provides the LDLT decomposition of the Hankel
matrix. Moreover we consider the row sums of the inverse of coefficient array matrix and
evaluate its Hankel transform.
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1 Introduction

In this paper we take the generalized central trinomial numbers [13] as a vehicle to explore the
links that exist between certain sequences of integers, orthogonal polynomials, Riordan arrays
and Hankel transform. In order to make this paper reasonably self-contained, we give a brief
introduction to each of these topics in this section.

We shall use the notation an to denote the general term of the integer sequence (an)n∈N0

where an ∈ Z. The ordinary generating function of the sequence an is the power series f(x) =∑+∞
n=0 anx

n. We also denote an = [xn]f(x), i.e. the operator [xn] extracts the coefficient of xn

in the power series expansion of f(x). Sequences are often referred to by their ’A’ number in
the On-Line Encyclopedia of Integer Sequences [16, 17].

Example 1. The central binomial coefficients sequence (bn)n∈N0
has a general term bn =

(
2n
n

)
.

It is referred as A000984 in the On-Line Encyclopedia and has first few members equal to
(1, 2, 6, 20, 70, 252, . . .). The generating function of this sequence is 1√

1−4x
.
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The study of integer sequences often involves looking at transformations that send one
integer sequence into another one. Linear transformations are characterized by infinite matrices.
If we regard the sequence (an)n∈N0

as a column vector [a0 a1 · · · ]T , every linear transformation
can be written as b = Ma, where M is an infinite matrix. We use that matrix notation in
the rest of the paper. Since the sequences start from index 0, we take the top left term of the
matrix M to have an index (0, 0).

Definition 1. The binomial transform of the sequence (an)n∈N0
returns the sequence (bn)n∈N0

defined by (see [20]) bn =
∑n

k=0

(
n
k

)
ak. This transformation is invertible, with inversion formula

an =
∑

k=0(−1)n−k
(
n
k

)
bk. Binomial transformation can be represented by the matrix

B =


1 0 0 0 . . .
1 1 0 0
1 2 1 0
1 3 3 1
...

. . .


with general term

(
n
k

)
.

A special class of infinite matrices, called Riordan arrays, is very useful in the study of linear
matrix transformations.

Definition 2. The Riordan array is an infinite lower-triangular matrix M = (mj,k)j,k∈N0 defined
by a pair of generating functions g(x) =

∑+∞
k=0 gkx

k and f(x) =
∑+∞

k=1 fkx
k where f1 6= 0, whose

k-th column is generated by g(x)f(x)k (the first column being indexed by 0), i.e.

mj,k = [xj]
(
g(x)f(x)k

)
(j, k ∈ N0). (1)

The matrix M corresponding to the pair of functions f and g is denoted by (g, f) or R(g, f).

Note that the set of Riordan arrays is closed under the matrix multiplication and matrix
inversion and therefore have the structure of group (see [15] and [18]).

Lemma 1. [15, 18] Let (g, f) and (h, l) are Riordan arrays. Their matrix product is given by
(g, f) · (h, l) =

(
g · (h ◦ f), l ◦ f

)
, where ◦ denotes the composition of functions. The identity

and the inverse of (g, f) are given by I = (1, x) and (g, f)−1 =
(

1
g◦f̄ , f̄

)
, where f̄ denotes the

compositional inverse of f in the neighborhood of the point x = 0.

It is worth mentioning that, according to the Inverse Function Theorem, function f(x) is
invertible in the neighborhood of the point x = 0 since f ′(0) = f1 6= 0. Moreover, its inverse
f̄(x) can also be represented as the power sequence f̄(x) =

∑+∞
n=1 unx

n where f̄ ′(x) = u1 6= 0.
The following theorem connects the generating functions of the row sums and diagonal of

the Riordan array M = (g, f).

Lemma 2. [15, 18] Let M = (mn,j)n,j∈N0 = (g, f) is the Riordan array. It is valid

+∞∑
i=0

(
∞∑
j=0

mi,j

)
xi =

g(x)

1− f(x)
,

∞∑
i=0

mi,ix
i =

g(x)

1− xf(x)
. (2)

Example 2. The binomial matrix B is Riordan array ( 1
1−x , x

1−x). More generally, Bm is

Riordan array ( 1
1−mx ,

x
1−mx), with general term

(
n
k

)
mn−k. It is easy to show that the inverse

B−m of Bm is given by ( 1
1+mx

, x
1+mx

).
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We have seen that the binomial transform is invertible. An important transform on integer
sequences that has been much studied recently, which is not invertible, is the Hankel transform
[3, 12, 14]

Definition 3. The Hankel transform of a given sequence a = (an)n∈N0
is the sequence of

Hankel determinants (hn)n∈N0
where hn = det[ai+j−2]ni,j=1, i.e

a = (an)n∈N0
=⇒H h = (hn)n∈N0

: hn = det


a0 a1 · · · an
a1 a2 an+1
...

. . .

an an+1 a2n

 (3)

We denote Hankel transform by H and hence we write h = H(a).

Hankel determinants are sometimes also called persymmetric or Turanian determinants.
Although the determinants of Hankel matrices had been studied before, the term Hankel trans-
form was introduced in 2001 by Layman [12]. In that paper it is also proven that the Hankel
transform is invariant under the Binomial transform.

Lemma 3. (Layman 2001) [12] The Hankel transform of a sequence (an)n∈N0
and Hankel

transform of its binomial transform are equal.

Many different evaluations of the Hankel transform are known in the literature. Brualdi and
Kirkland [1] evaluated the Hankel transform of large Schroder numbers using a method based on
continued fractions. In [8], there are shown several evaluations of the Hankel transform based on
the exponential generating function. Recently in [19], Xin proved that the Hankel transform of
the certain number sequence is the Somos-4 sequence. M.E.H. Ismail evaluated several Hankel
determinants with orthogonal polynomial entries in [7]. Moreover, Egecioglu, Redmond and
Ryavec [4, 5] considered a method based on differential-convolution equations which is useful
when the Hankel transform can be written as the sum of a small number of products (almost
product). Also, classic methods for determinant evaluation like Dodgson condenzation and LU
decomposition method are applicable in some cases of the Hankel determinants. A survey of
different methods for determinant evaluations, including Hankel determinants, is given in the
papers of Krattenthaler [9, 10].

In this paper, we use the method based on the orthogonal polynomials for a Hankel transform
evaluation. That method was already used by Cvetković, Rajković and Ivković for computing
the Hankel transform of the sequence whose general term is the sum of two consecutive Catalan
numbers [3]. Present authors provided the generalization of the result in [3] and evaluated the
Hankel transform of sums of two consecutive generalized Catalan numbers [14]. Here we briefly
restate that method.

Let (an)n∈N0
be the moment sequence with respect to some measure dλ. In other words, let

an =

∫
R
xndλ (n = 0, 1, 2, . . .) . (4)

Then the Hankel transform h = H(a) of the sequence a = (an)n∈N0
can be expressed by the

following relation known as Heilermann formula (for example, see Krattenthaler [10])

hn = an+1
0 βn1 β

n−1
2 · · · β2

n−1βn. (5)

Sequence (βn)n∈N0
is the sequence of coefficients of the three-term recurrence relation

Pn+1(x) = (x− αn)Pn(x)− βnPn−1(x), (6)
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satisfied by the sequence (Pn(x))n∈N0
of monic orthogonal polynomials with respect to the

measure dλ.
The following theorem and corollary provide the way how to explicitly find the measure dλ

with prescribed moment sequence.

Theorem 4. (Stieltjes-Perron inversion formula) [2, 11] Let (µn)n∈N0
is the sequence

such that all elements of its Hankel transform are non-negative. Denote by G(z) =
∑+∞

n=0 µnz
n

the generating function of the sequence (µn)n∈N0
and F (z) = z−1G(z−1). Also let the function

λ(t) is defined by

λ(t)− λ(0) = − 1

2πi
lim
y→0+

∫ t

0

[
F (x+ iy)− F (x− iy)

]
dx. (7)

Then holds µn =
∫

R x
ndλ, i.e. sequence (µn)n∈N0

is the moment sequence of the measure λ(t).

Corollary 5. Under the assumptions of the previous lemma, let additionally holds F (z̄) = F (z).
Then

λ(t)− λ(0) = − 1

π
lim
y→0+

∫ t

0

=F (x+ iy)dx. (8)

This paper is organized as follows. In Section 2, we recall the definition and basic properties
of the sequence of generalized central trinomial coefficients. In Section 3, we give a closed-form
expression of the Hankel transform of generalized central trinomial coefficients. After that, we
show that the coefficient array of corresponding orthogonal polynomials can be expressed as
Riordan array. Finally we provide the Hankel transform evaluation of the row sums of inverse
coefficient array.

The first Hankel transform evaluation has product form and hence, the method based on
orthogonal polynomials can be directly applied. This is not the case with the second evaluation
where we have to modify our approach and to use difference equations and generating functions.

All presented results show that there is a connection between Hankel transform, Riordan
arrays and orthogonal polynomials and provide a new way how to deal with the non-product
Hankel transform evaluation (different to one shown in [4, 5]).

2 Generalized central trinomial coefficients

For a given integers a, b, c ∈ N, coefficient of xn in the expression (a + bx + cx2)n is known as
generalized central trinomial coefficient. A term generalized central trinomial coefficient is first
introduced by Noe in the paper [13]. The following summation formula is obtained by applying
binomial theorem twice [13]:

[xn](a+ bx+ cx2)n =

bn
2
c∑

k=0

(
2k

k

)(
n

2k

)
bn−2k(ac)k,

It can be seen that previous expression depends on a and c only by its product ac. Therefore,
without loosing of generality we can assume that a = 1, i.e. that generalized central trinomial
coefficients are defined by

tn(α, β) = [xn](1 + αx+ βx2)n =

bn
2
c∑

k=0

(
2k

k

)(
n

2k

)
αn−2kβk.
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First few members of the sequence (tn(α, β))n∈N0
are (1, α, α2 + 2β, α3 + 6αβ, α4 + 12α2β +

6β2, α5 + 20α3β + 30αβ2, . . .).
In the paper [13], there are shown many properties and representations of the sequence

(tn(α, β))n∈N0
including an ordinary generating function, exponential generating function, rep-

resentation via Legendre polynomials, divisibility properties, etc. It is also proven the following
result concerning the generating function T (x) of generalized central trinomial coefficients which
will be useful in the next section.

Theorem 6. (Noe 2006) [13] The generating function for tn(α, β) is given by

T (x) =
1√

1− 2αx+ (α2 − 4β)x2
.

Sequence (tn(α, β))n∈N0
provides the generalization of the many known integer sequences

(see table in the appendix of [13]). We mention three most important generalizations:

• Central trinomial coefficients (A002426) defined by tn = [xn](1 + x + x2)n = tn(1, 1).
First few members of this sequence are (1, 1, 3, 7, 19, 51, . . .) while generating function is

1√
1−2x−3x2 .

• Central binomial coefficients (A000984) defined by bn = [xn](1 + x)2n = tn(2, 1) =
(

2n
n

)
.

First few members are (1, 2, 6, 20, 70, 252, . . .) while generating function is 1√
1−4x

.

• Aerated central binomial coefficients defined by en = [xn](1 + x2)n = tn(0, 1). This se-
quence has zeros on odd positions, while the general term on even position 2k is central
binomial coefficient

(
2k
k

)
. First few members are (1, 0, 2, 0, 6, 0, 20, . . .) while generating

function is 1√
1−4x2 .

Therefore, results concerning the Hankel transform of the sequence (tn(α, β))n∈N0
, shown in

the following section, can be also applied to the sequences mentioned above and also to other
sequences which generalization is (tn(α, β))n∈N0

.

3 The Hankel transform of

generalized central trinomial coefficients

In this section, we evaluate the Hankel transform of the sequence of generalized central tri-
nomial coefficients. Moreover we provide a few more properties of corresponding orthogonal
polynomials and their coefficient array.

In the rest of this section we assume that β > 0. Since the obtained expression for the
Hankel transform of (tn(α, β))n∈N0

is polynomial as a function of β, it holds for arbitrary β.
The following theorem which gives an explicit expression of the weight function whose moment
sequence is (tn(α, β))n∈N0

.

Theorem 7. Generalized central trinomial coefficients tn(α, β) are moments of the weight
function

w(x) =

{
1
π

1√
4β−(x−α)2

, x ∈ [α− 2
√
β, α + 2

√
β]

0, otherwise
. (9)
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Proof. The proof is based on the Stieltjes-Perron inversion formula (Theorem 4). We start from

F (z) = z−1T (z−1) =
1√

z2 − 2αz + α2 − 4β2
=

1√
(z − x1)(z − x2)

,

where x1,2 = α ± 2
√
β are branch points of the function F (z). We take a regular branch of

F (z) such that arg(z − x1) = arg(z − x2) = 0 for z ∈ (x2,+∞). Selected branch is defined on
C \ (x1, x2) and satisfies F (z) = F (z).

By direct evaluation we find the primitive function of F (z):

F1(z) =

∫
F (z)dz = log 2 + log(z − α +

√
(z − α)2 − 4β).

We take a regular branch of log function on the set C\ [0,+∞) such that limy→0+ log(x+ iy) =
log x when x > 0. Now using

lim
y→0
=
√

(x+ iy − α)2 − 4β =

{√
4β − (x− α)2, x ∈ (x1, x2)

0, otherwise
.

we obtain

G(x) = lim
y→0
=F1(x+ iy) =



π, x < x1

π + arctan

(√
4β−(x−α)2

x−α

)
, x ∈ [x1, α)

π
2
, x = α

arctan

(√
4β−(x−α)2

x−α

)
, x ∈ (α, x2]

0, x > x2

(10)

Now from Corollary 5 directly yields λ(t) = − 1
π
(G(t)−G(0)). Since dλ is absolutely continuous

measure, we obtain the expression (9) by differentiation of λ(t). This completes the proof of
the theorem.

Previous theorem implies the following integral representation of generalized central trino-
mial coefficients

tn(α, β) =
1

π

∫ α+2
√
β

α−2
√
β

xn√
(4β − α2) + 2αx− x2

dx =
1

π

∫ α+2
√
β

α−2
√
β

xn√
4β − (x− α)2

dx. (11)

Note that for α = 2 and β = 1, Theorem 7 implies the following well-known moment
representation of central binomial coefficients [16, 17]

tn(2, 1) =

(
2n

n

)
=

1

π

∫ 4

0

xn√
x(4− x)

dx.

Similarly holds for the aerated central binomial coefficients and central trinomial coefficients

tn(0, 1) =
1 + (−1)n

2

(
2n

n

)
=

1

π

∫ 2

−2

xn√
4− x2

dx,

tn(1, 1) =
1

π

∫ 3

−1

xn√
3 + 2x− x2

dx.

One method for determining coefficients of three-term recurrence relation corresponding
to some weight function is to apply transformation formulas. These formulas connect the
coefficients αn and βn of the original and transformed weight function. The following lemma
gives the transformation formulas for two different transformations.
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Lemma 8. Let w(x) and w̃(x) be weight functions and denote by (πn(x))n∈N0
and (π̃n(x))n∈N0

corresponding orthogonal polynomials. Also denote by (αn)n∈N0
, (βn)n∈N0

and (α̃n)n∈N0
,
(
β̃n

)
n∈N0

three-term relation coefficients corresponding to w(x) and w̃(x) respectively. The following
transformation formulas are valid:

(1) If w̃(x) = Cw(x) where C > 0 then holds α̃n = αn for n ∈ N0 and β̃0 = Cβ0, β̃n = βn for
n ∈ N. Additionally holds π̃n(x) = πn(x) for all n ∈ N0.

(2) If w̃(x) = w(ax + b) where a, b ∈ R and a 6= 0 there holds α̃n = αn−b
a

for n ∈ N0 and

β̃0 = β0

|a| and β̃n = βn

a2 for n ∈ N. Additionally holds π̃n(x) = 1
anπn(ax+ b).

Proof. In both cases, we directly check the orthogonality of π̃n(x) and obtain the coefficients
α̃n and β̃n by putting π̃n(x) in the three-term recurrence relation for πn(x).

Now we are ready to calculate the Hankel transform the sequence (tn(α, β))n∈N0
.

Theorem 9. The Hankel transform of the sequence (tn(α, β))n∈N0
is given by hn(α, β) =

2nβ(n+1
2 ).

Proof. We use Heilermann formula (5) and weight function transformation given by Lemma 8.
Since

w(x) =

{
1
π

1√
4β−(x−α)2

, x ∈ [α− 2
√
β, α + 2

√
β]

0, otherwise
,

we start from the monic Chebyshev polynomials of the first kind T̂n(x) and their weight function
w0(x) given by [2]:

w0(x) =

{
1√

1−x2 , x ∈ [−1, 1]

0, otherwise
. (12)

Coefficients α
(0)
n and β

(0)
n corresponding to w0(x) are equal to [2]

α(0)
n = 0, β

(0)
0 = π, β

(0)
1 =

1

2
, β(0)

n =
1

4
, (n > 1). (13)

Now since

w1(x) =
1√

4β − (x− α)2
=

1

2
√
β

1√
1− (x−α

2
√
β

)2
=

1

2
√
β
w0

(
x− α
2
√
β

)
.

we can use part b) of Lemma 8 where a = 1/(2
√
β) and b = −α/(2

√
β). Hence we obtain

α(1)
n = α (n ∈ N), β

(1)
0 = π, β

(1)
1 = 2β, β(1)

n = β (n = 2, 3, . . .).

Moreover, monic orthogonal polynomials corresponding to w1(x) are given by

P (1)
n (x) = (2

√
β)nT̂n

(
x− α
2
√
β

)
.

Now let w(x) = 1
π
w1(x). From part a) of the Lemma 8 we see that αn = α

(1)
n = 1 for every

n ∈ N0. Also β1 = β
(1)
1 = 2β and βn = β

(1)
n = β while β0 = 1

π
· β(1)

0 = 1. Hence

αn = α (n ∈ N), β0 = 1, β1 = 2β, βn = β (n = 2, 3, . . .). (14)
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Note that the family of monic orthogonal polynomials Pn(x) associated to the weight w(x) are

Pn(x) = P (1)
n (x) = (2

√
β)nT̂n

(
x− α
2
√
β

)
.

Applying Heilermann formula (5) we finally obtain the closed-form expression for the Hankel
transform (hn(α, β))n∈N0

of the sequence (tn(α, β))n∈N0
:

hn(α, β) = t0(α, β)n+1βn1 β
n−1
2 · · · β2

n−1βn = 2nβ(n+1
2 ).

This completes the proof of the theorem.

As a direct corollary of the Theorem 9 we conclude that the Hankel transform of the se-
quence of central trinomial coefficients (tn(1, 1))n∈N0

is H
(
(tn(1, 1))n∈N0

)
= (2n)n∈N0

. The same
holds for the central binomial coefficients (tn(2, 1))n∈N0

and aerated central binomial coefficients
(tn(0, 1))n∈N0

.
Moreover, we see that Hankel transform of tn(α, β) does not depend on value α. That also

confirms the well-known fact that Hankel transform H is not invertible.

4 Coefficient array of polynomials (Pn(x))n∈N0
and factor-

ization of the Hankel matrix

In this section we deal with the coefficient array C(α, β) = (an,k)n,k∈N0 of the polynomials
Pn(x) =

∑n
k=0 an,kx

k and make the factorization of the Hankel matrix H = (ti+j)i,j∈N0 . Note
that C(α, β) is a lower-triangular infinite matrix.

Example 3. First few terms of C(α, β) are given by

C(α, β) =



1 0 0 0 . . .
−α 1 0 0

α2 − 2β −2α 1 0
α(3β − α2) 3(α2 − β) −3α 1

α4 − 4α2β + 2β2 4α(2β − α2) 2(3α2 − 2β) −4α
−α(α4 − 5α2β + 5β2) 5(α4 − 3α2β + β2) 5α(3β − 2α2) 5(2α2 − β)

...
. . .


.

Following theorem gives a nice representation of C(α, β) in terms of Riordan arrays.

Theorem 10. Coefficient array C(α, β) = (an,k)n,k∈N0 of polynomials Pn(x) satisfies

C(α, β) =

(
1− βx2

1 + αx+ βx2
,

x

1 + αx+ βx2

)
. (15)

Proof. Denote by fk(x) the generating function of the sequence (an,k)n∈N0
, i.e.

fk(x) =
+∞∑
n=0

an,kx
n, (k ≥ 0).

Our goal is to find f0(x) and to establish recurrence relation between fk(x) and fk−1(x). Let
us rewrite (14) in the coefficient form, i.e.

an+1,j − an,j−1 + αnan,j + βnan−1,j = 0 (n ∈ N0, j > 0) (16)
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and
an+1,0 + αnan,0 + βnan−1,0 = 0 (n ∈ N0). (17)

Since αn = α and βn = β for n ≥ 2, we multiply equation (17) by xn, and sum over n form
2 to +∞. Hence we obtain

f0(x)− a0,0 − a1,0x− a2,0x
2

x
= −α(f0(x)− a0,0 − a1,0x)− βx(f0(x)− a0,0).

By exchanging a0,0 = 1, a1,0 = −α and a2,0 = α2 − 2β in the previous equation we obtain

f0(x) =
1− βx2

1 + αx+ βx2
. (18)

Similarly we multiply (16) by xn and sum over n form 2 to +∞. Hence we obtain

fj(x)− a0,j − a1,jx− a2,jx
2

x
=fj−1(x)− a0,j−1 − a1,j−1x

− α(fj(x)− a0,j − a1,jx)− βx(fj(x)− a0,j).

Previous equation is equivalent to

(1 + αx+ βx2)fj(x) =xfj−1(x) + a0,j(1 + αx+ βx2) + a1,j(x+ αx2)

+ a2,jx
2 − a0,j−1x− a1,j−1x

2.

Now by exchanging a0,j = 0 and

a0,j−1 = a1,j =

{
1, j = 1

0, j > 1
, a2,j =


−2α, j = 1

1, j = 2

0, j > 2

, a1,j−1 =


−α, j = 1

1, j = 2

0, j > 2

to previous equation we obtain

fj(x) =
x

1 + αx+ βx2
fj−1(x), (j ≥ 1). (19)

Condition of the theorem directly follows from (18) and (19) and definition of Riordan array.

Riordan array C(α, β) from (15) can be expressed as the following product(
1− βx2

1 + αx+ βx2
,

x

1 + αx+ βx2

)
=

(
1− βx2

1 + βx2
,

x

1 + βx2

)
∗
(

1

1 + αx
,

x

1 + αx

)
. (20)

Note that the first factor in (20) is C(0, β), while the second factor is the −α-th power of
Binomial matrix B−α. Hence we have C(α, β) = C(0, β)B−α. Moreover, C(0, β) = (Mn,k)n,k∈N0

is the coefficient array of the sequence of polynomials
(

(2
√
β)nT̂n( x

2
√
β
)
)
n∈N0

.

We obtain the closed-form expression for the general term an,k starting from the well-known
relation concerning Chebyshev polynomials

T̂n(x) = n

bn
2
c∑

k=0

(−1)k(n− k − 1)!

22kk!(n− 2k)!
xn−2k.

From the previous relation we have

(2
√
β)nT̂n

(
x

2
√
β

)
= n

bn
2
c∑

k=0

(−1)k

n− k

(
n− k
n− 2k

)
βkxn−2k.
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and hence

Mn,j =

2(−β)(n−j)/2

n+j

(n+j
2

n−j
2

)
, n− j ∈ 2N

0, n− j ∈ 2N + 1
(21)

Now from (20) we obtain

an,k =
n∑
j=0

Mn,j(−α)j−k
(
j

k

)
=

bn
2
c∑

l=0

Mn,n−2l(−α)n−2l−k
(
n− 2l

k

)
.

Replacing (21) in the previous relation yields to the required closed-form expression

an,k =

bn
2
c∑

l=0

(−1)n−k−l

n− l

(
n− l
n− 2l

)(
n− 2l

k

)
αn−2l−kβl. (22)

Denote by L(α, β) inverse matrix of C(α, β), i.e. let

L(α, β) = C−1(α, β) =

(
1− βx2

1 + αx+ βx2
,

x

1 + αx+ βx2

)−1

=

(
1√

1− 2αx+ (α2 − 4β)x2
,
1− αx−

√
1− 2αx+ (α2 − 4β)x2

2βx

)
.

(23)

Following theorem provides the factorization of the Hankel matrix H(α, β) = (ti+j(α, β))i,j∈N0 .

Theorem 11. There holds

H(α, β) = L(α, β)D(α, β)L(α, β)T , (24)

where D(α, β) = diag(d0, d1, d2, . . .) and d0 = 1, di = 2βi for i ∈ N.

Proof. Denote by di,j the scalar product of polynomials Pi(x) and Pj(x) with respect to the
weight w(x). Due to the orthogonality, there holds di,j = 0 for i 6= j, d0,0 = d0 = β0 = 1 and
di,i = di = β0β1 · · · βi = 2βi. On the other side, there holds

di,j =

∫ +∞

−∞
Pi(x)Pj(x)w(x)dx =

∫ +∞

−∞

(
i∑

k=0

ai,kx
k

)(
j∑
l=0

aj,lx
l

)
w(x)dx

=
i∑

k=0

j∑
l=0

ai,kaj,l

∫ +∞

−∞
xk+lw(x)dx =

i∑
k=0

j∑
l=0

ai,kt(α, β)k+laj,l

Let D(α, β) = (di,j)i,j∈N = diag(d0, d1, d2, . . .). Previous expression is equivalent with

D(α, β) = C(α, β)H(α, β)C(α, β)T . (25)

Finally, we obtain (24) by multiplying (25) by L(α, β) and L(α, β)T from left and right side
respectively.

For i 6= j, there holds di,j = 0, due to the orthogonality of the polynomials Pi(x) and Pj(x)
with repsect to the weight w(x).
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5 On the row sums of L(α, β) = ((an,k)n,k∈N0)
−1

In this section, we will be interested in the row sums sn(α, β) =
∑n

k=0 ln,k of the matrix L(α, β)
where

L(α, β) = C−1(α, β) =

(
1− βx2

1 + αx+ βx2
,

x

1 + αx+ βx2

)−1

=

(
1√

1− 2αx+ (α2 − 4β)x2
,
1− αx−

√
1− 2αx+ (α2 − 4β)x2

2βx

)
.

(26)

That is the sequence A110181. The summation is taken from 0 to n since L(α, β) is lower-
triangular matrix.

Example 4. The first few terms of the matrix L(α, β) are given by

L(α, β) =



1 0 0 0 0 · · ·
α 1 0 0 0

α2 + 2β 2α 1 0 0
α3 + 6αβ 3 (α2 + β) 3α 1 0

α4 + 12α2β + 6β2 4 (α3 + 3αβ) 2 (3α2 + 2β) 4α 1
α5 + 20α3β + 30αβ2 5 (α4 + 6α2β + 2β2) 10 (α3 + 2αβ) 5 (2α2 + β) 5α

...
. . .


Recall that, according to Lemma 2, the generating function of the row sums of Riordan

array (g, f) is given by g(x)
1−f(x)

. Hence, in our case, we obtain the following expression for the

generating function of the row sums sn(α, β):

S(x) =
1

2
· 1

1− (α + β + 1)x
+

1

2
· 1− (α + 2β)x

1− (α + β + 1)x
· 1√

1− 2αx+ (α2 − 4β)x2
. (27)

Example 5. First few terms of the sequence (sn(α, β))n∈N0
are given by

s0(α, β) = 1,

s1(α, β) = α + 1,

s2(α, β) = 2β + (α + 1)2,

s3(α, β) = 3(2α + 1)β + (α + 1)3,

s4(α, β) = 4(3α(α + 1) + 1)β + 6β2 + (α + 1)4,

. . .

Let V (x) = 1−(α+2β)x
1−(α+β+1)x

and denote by (vn)n∈N0
(α, β) the sequence with the generating

function V (x). By simple calculation we obtain

v0(α, β) = 1, vn(α, β) = (α + β + 1)n−1(1− β) (n ∈ N).

Now from the generating function S(x) we can conclude that

sn(α, β) =
1

2
(α + β + 1)n +

1

2

n∑
i=0

vi(α, β)tn−i(α, β). (28)

Since both vn(α, β) and tn(α, β) are polynomials of α and β for every n ∈ N0, the same holds
for sn(α, β). That fact will be used in later considerations.

We proceed to the evaluation of the Hankel transform (hsn(α, β))n∈N0
= H

(
(sn(α, β))n∈N0

)
.

The following theorem gives the closed-form expression for the weight function ws(x) whose
moment sequence is (sn(α, β))n∈N0

.

11

 http://www.research.att.com/cgi-bin/access.cgi/as/~njas/sequences/eisA.cgi?Anum=A110181


Theorem 12. Sequence (sn(α, β))n∈N0
is the moment sequence of the weight function

ws(x) =
α + 2β − x

2(α + β + 1− x)
w(x) =

{
α+2β−x

2π(α+β+1−x)
√

4β−(x−α)2
, x ∈ [α− 2

√
β, α + 2

√
β]

0, otherwise
. (29)

Proof. The proof is similar to the proof of Theorem 7. Let

P (z) = z−1S(z−1) =
1

2
· 1

z − (α + β + 1)
+

1

2
· z − (α + 2β)

z − (α + β + 1)
· 1√

(z − α)2 − 4β
. (30)

Denote by x1,2 = α± 2
√
β the branch points of the square root in (27). We also take a regular

branch of square root such that arg(z − x1) = arg(z − x2) = 0 for z ∈ (x2,+∞). Selected
branch is defined on C \ (x1, x2) and holds P (z) = P (z).

Direct evaluation yields to the following expression for the primitive function P1(z) of the
P (z):

P1(z) =

∫
P (z)dz =

1

2
log 4− log(b− 1) +

1

2
log[z − α + ρ(z)]

+
1

2
log[−a(b+ 1)− 4b+ (b+ 1)z + (b− 1)ρ(z)],

where ρ(z) =
√

(z − α)2 − 4β. We take a regular branch of log in the same way as in the
Theorem 7. Note that the first two addends in previous expression are constant while third
addend l1(z) = 1

2
log[z−α+ ρ(z)] is of the same form as in Theorem 7. Hence we have only to

deal with the last addend l2(z) = 1
2

log[−α(β + 1)− 4β + (β + 1)z + (β − 1)ρ(z)]. Hence

lim
y→0+

2=l2(x+ iy) =



π, x < x1

π + arctan

(
(β−1)
√

4β−(x−α)2

−α(1+β)−4β+(β+1)x

)
, x ∈ [x1, α + 4β

β+1
)

π
2
, x = α + 4β

β+1

arctan

(
(b−1)
√

4β−(x−α)2

−α(1+β)−4β+(β+1)x

)
, x ∈ (α + 4β

β+1
, x2]

0, x > x2

(31)

Now by setting λ(t) = − 1
π

limy→0+=P1(x+ iy) and w(t) = λ′(t) we obtain the expression (29).
This finishes the proof of the theorem.

According to the previous theorem we have the following integral representation of the
sequence (sn(α, β))n∈N0

:

sn(α, β) =
1

2π

∫ α+2
√
β

α−2
√
β

xn · α + 2β − x
1 + α + β − x

· 1√
4β − (x− α)2

dx.

Example 6. By direct evaluation we obtain the first few members of the Hankel transform of
(sn(α, β))n∈N0

:

hs0(α, β) = 1,

hs1(α, β) = 2β,

hs2(α, β) = β2(4β − 1),

hs3(α, β) = 4β5(2β − 1),

hs4(α, β) = β8
(
16β2 − 12β + 1

)
,

· · ·
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It can be noticed that hsn(α, β) does not have the product form. However, a slight modi-
fication of the method based on orthogonal polynomials can be applied in this case. That is
given by Theorem 15. We use linear multiplier and linear divisor transformations of the weight
function showed in the following two transformation lemmas (see Gautschi [6]).

Lemma 13. [6] Consider the same notation as in Lemma 8 and let w̃(x) = w(x)
c−x where c >

sup supp(w). Consider the sequence (rn)n≥−1 defined by

r−1 =

∫
R
w̃(x) dx, rn = c− αn −

βn
rn−1

(n ∈ N0). (32)

Then holds
α̃0 = α0 + r0, α̃n = αn + rn − rn−1,

β̃0 = r−1, β̃n = βn−1
rn−1

rn−2

(n ∈ N).
(33)

Lemma 14. [6] Consider the same notation as in Lemma 8 and Lemma 13 and let w̃(x) =
(d − x)w(x) where d > sup suppw(x). Let the temporary sequences (qn)n∈N0

and (en)n∈N0
be

defined by

q0 =

∫
R
w̃(x)dx, qn = αn−1 − en−1 − d, e0 = 0, en =

βn
qn

(n ∈ N).

Then holds

α̃n = d+ qn+1 + en+1 (n ∈ N0), β̃0 = r−1, β̃n = qn+1en (n ∈ N) . (34)

Theorem 15. Under the condition β > 1, the Hankel transform (hsn(α, β))n∈N0
of the row sums

(sn(α, β))n∈N0
of L(α, β) is given by:

hsn(α, β) = β
n2

2

[
(
√
β −
√
β − 1)n

2− 2
√
β(β − 1)− 2β

+
(
√
β +
√
β − 1)n+1

2
√
β

]
. (35)

Proof. We again apply transformations of the weight function. Starting weight function is
w(x) = (π

√
4β − (x− α)2)−1 and corresponding coefficients are given by (14):

αn = α (n ∈ N), β0 = 1, β1 = 2β, βn = β (n = 2, 3, . . .).

The first transformation is w(1)(x) = w(x)
α+β+1−x . According to Lemma 13 we have to consider

temporary sequence (rn)n≥−1 defined by:

r−1 =

∫
R
w(1)(x)dx, rn = α + β + 1− αn −

βn
rn−1

. (36)

By direct evaluation we find β
(1)
0 = r−1 = 1

β−1
for β > 1. Moreover, using (36) and mathematical

induction, we can prove

r−1 =
1

β − 1
, r0 = 2, rn = 1, (n ∈ N).
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Now according to Lemma 13 it holds

α
(1)
0 = α + 2, α

(1)
1 = α− 1, α(1)

n = α (n ≥ 2),

β
(1)
0 =

1

β − 1
, β

(1)
1 = 2(β − 1), β(1)

n = β (n ≥ 2).
(37)

Second transformation is ws(x) = 1
2
(α + 2β − x)w(1)(x). According to Lemma 14, we have to

consider temporary sequences (qn)n∈N0
and (en)n∈N0

defined by

e0 = 0, q0 =

∫
R
ws(x)dx, qn = αn−1 − en−1 − α− 2β, en =

βn
qn
, (n ∈ N).

According to (37) it holds

qn = −2β − β

qn−1

, (n ≥ 3). (38)

Using q0 = s0(α, β) = 1 and previous expression we obtain q1 = 2(1−β), q2 = −2β, q3 = 1
2
−2β,

e1 = −1 and e2 = −1
2
. Moreover, βs1 = q2e1 = 2β and βs2 = q3e2 = 4β−1

4
.

Since we are not able to guess a nice solution of the recursive equation (38) with initial
value q2 = −2β, we have to use another approach. According to the Heilermann formula (5)
there holds

hsn+1(α, β)

hsn(α, β)
= s0(α, β) · βs1βs2 · · · βsn+1.

By replacing s0(α, β) = 1, βs1 = 2β and βsi = β
(1)
i qi+1/qi (Lemma 14) in the previous equation

we obtain

hsn+1(α, β)

hsn(α, β)
= 2β · β(1)

2

q3

q2

β
(1)
3

q4

q3

· · · β(1)
n+1

qn+2

qn+1

= 2βn+1 qn+2

q2

= −βnqn+2,

which implies

qn = −
hsn−1(α, β)

βn−2hsn−2(α, β)
.

Using the recurrence relation (38), we have

− hsn(α, β)

βn−1hsn−1(α, β)
= −2β +

β

hsn−1(α, β)

βn−2hsn−2(α, β)

(n ≥ 3),

and hence
hsn(α, β) = 2βnhsn−1(α, β)− β2(n−1)hsn−2(α, β) (n ≥ 3). (39)

We introduce a new sequence (un)n∈N0
defined by un = hsn(α, β)/βn

2/2. Replacing into the
previous equation yields

un = 2β1/2un−1 − un−2, (n ≥ 3). (40)

By solving the previous linear difference equation with the initial conditions u0 = 1 and u1 =
2
√
β, we obtain

un =
(
√
β −
√
β − 1)n

2− 2
√
β(β − 1)− 2β

+
(
√
β +
√
β − 1)n+1

2
√
β

.

Finally, by replacing hsn(α, β) = β
n2

2 un we finish the proof of the theorem.
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Theorem 15 gives the closed-form expression of the Hankel transform of (sn(α, β))n∈N0

under the condition β > 1. We can extend this result to the general case. Recall that from
(28) yields that sn(α, β) is polynomial of α and β for every n, and hence the same holds
for the Hankel determinant hsn(α, β). Therefore, expressions obtained by expanding (35) and
eliminating square root, hold for arbitrary β.

We end this section by the result concerning the generating function of the sequence
(un)n∈N0

.

Theorem 16. The generating function U(x) of the sequence (un)n∈N0
is

U(x) =
1

x2 − 2
√
βx+ 1

.

Proof. The proof is similar to the proof of Theorem 10, using the recurrence relation (40) and
initial values u0 = 1 and u1 = 2

√
β.
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[3] Cvetković A.S., Rajković P.M., Ivković M., Catalan Numbers, the Hankel Transform and
Fibonacci Numbers, Journal of Integer Sequences 5 (2002), Article 02.1.3.
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[14] Rajković P.M, Petković M.D, Barry P., The Hankel Transform of the Sum of Consecutive
Generalized Catalan Numbers, Integral Transforms and Special Functions 18 Issue 4 (2007)
285–296.

[15] Shapiro L.W, Getu S., Woan W.J., Woodson L.C., The Riordan Group, Discr. Appl. Math.
34 (1991) 229–239.

[16] Sloane N.J.A., The On-Line Encyclopedia of Integer Sequences, Published electronically
at http://www.research.att.com/∼njas/sequences/, 2007.

[17] Sloane N.J.A., The On-Line Encyclopedia of Integer Sequences, Notices of the AMS 50
(2003), 912–915.

[18] Sprugnoli R., Riordan arrays and combinatorial sums, Discrete Math. 132 (1994), 267–290.

[19] Xin G., Proof of the Somos-4 Hankel determinants conjecture, Advances in Applied Math-
ematics 42 (2009), 152-156.

[20] Weisstein E.W., http://mathworld.wolfram.com/BinomialTransform.html/, 2007.

16


	Introduction
	Generalized central trinomial coefficients
	The Hankel transform of generalized central trinomial coefficients
	Coefficient array of polynomials (Pn(x))n N0 and factorization of the Hankel matrix
	On the row sums of L(, )=((an,k)n,kN0)-1

